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A B S T R A C T

Recommendation systems are information filtering tools that present items to users based on
their preferences and behavior, for example, suggestions about scientific papers or music a user
might like. Based on what we said and with the development of computer science that has
started to take an interest in big data and how it is used to discover user interest, we have
found a lot of research going on in the area of recommendation and there are powerful systems
available. In the unsupervised learning domain, this paper introduces a novel method for
creating a hybrid recommender framework that combines Collaborative Filtering with Content
Based Approach and Self-Organizing Map neural network technique. By testing our system on
a subset of the Movies Database, we demonstrate that our method outperforms state-of-the-art
methods in terms of accuracy and precision, as well as improving the efficiency of the traditional
Collaborative Filtering methodology.

. Introduction

Nowadays, with the ever increasing volume, complexity and availability of online information, recommendation systems have
een an effective solution to overcome such information overload [1][2].

The main objective of a recommender system is to predict user preferences, in another way system that offer specific items to
sers among a large number of choices according to their tastes. Suggestions for movies on Netflix, or products on Amazon, or
ideos on YouTube, are real-world examples of using recommender systems in our life [3].

In the mid-1990s, recommendation systems became a famous topic of research. Awareness in recommendation systems has grown
ignificantly in recent years, and recommendation systems now play a significant role in commercial websites and well-known
usinesses such as Spotify, Facebook, LinkedIn, and IMdb … because these systems help them to increase the number of items sold
nd sell more diversified items or even increase the user satisfaction. This demand for this type of systems has given the green light
o researchers to develop powerful systems and several researches have been carried out in this field [4].

A recommendation method must demonstrate that a product needs to be recommended in order to find relevant products for
he user. There are many kinds of recommendation algorithm approaches for this, the most prominent of which are collaborative
iltering, content-based filtering, and hybrid systems.

Recommendations to the active client in the Collaborative Filtering approach are focused on items/products that other users
ith common preferences have enjoyed in the past. Many users’ taste similarity is determined based on the similarity of ranking
ata (scale of 1 to 5 for movies) or the users’ browsing history. The Content-Based model suggests products to the active user based
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on items he has already enjoyed. The resemblance of the products is determined by the characteristics associated with the compared
items, such as the context, title, or even the product picture. For example, if a user gives a song in the HipHop genre a favorable
rating, the machine can learn to recommend other songs in that genre. Hybrid methods [5][6] are built on combining existing
strategies to benefit from the advantages of both and the fewest disadvantages. The most well-known and widely used solution is
to incorporate Collaborative Filtering with other approaches [7].

We previously suggested a novel intelligent recommendation system [8] that integrates collaborative filtering and K-means
lustering in our earlier work. Also, when items (movies) are grouped by genre attributes using K-means and users are categorized
ased on their item preferences and the genres they prefer to watch, we employed specific user demographic attributes such as
ender and age to construct segmented user profiles [9]. Then The Collaborative Filtering technique is used to the cluster where
he user belongs to recommend items to an active user.

In this paper, we propose a powerful recommendation method based on a Hybrid approach that blends Collaborative Filtering
ith Content-Based and is supervised by the ranking list provided by the self-organizing map, a well-known unsupervised learning
rtificial neural network technique.

The following is a summary of the paper’s structure. The following section discusses related work in the recommendation area.
he adaptive solution and the various steps to construct our system are presented in Section 2. Sections 3 and 4 describe the methods
sed to compare our system to other state-of-the-art approaches in the field of recommendation and analyze the results.

. Related work

Several research efforts have been made to combine different recommendation approaches. Andreu Vall et al. [5] offers a
ybrid recommender system combining two feature combination (profiles and membership) for the automated continuation of music
laylists, they proposed a system that extends collaborative filtering by considering not only playlists organized by hand, but also
y incorporating any type of song functionality vector. To boost prediction accuracy, R. Logesh et al. [10] suggest a customized
ontext-aware hybrid travel recommender framework based on users’ qualitative knowledge and opinion mining techniques. R.
iran et al. [11] suggest a novel deep learning hybrid recommender algorithm that uses embeddings for describing users and items

o learn non-linear latent factors and solves the cold start problem by incorporating certain users/items data into a very deep neural
etwork. Masoumeh Riyahi et al. [12] offers a hybrid recommender system for discussion groups, their proposal comes from the
bservation that the majority of discussion group recommender schemes rely on mutual filtering mechanisms, while others use
ontent-based or mixed filtering. As a result, they suggest a recommender mechanism that combines a Content-Based solution based
n tagging with Collaborative Filtering that uses the users’ implicit scores. Zafran Khan et al. [13] suggest a Deep Semantic based
opic focused Hybrid RS model for a hybrid recommender system that uses item definition semantics inspired by its topics content.

In our system, a new hybrid recommender system is represented, which is based on four parts, namely Collaborative, Content-
ased, SOM Collaborative Filtering and Hybrid Model. Implicit user ratings are calculated using the singular value decomposition
pproach in the collaborative filtering part, we use also the items textual features to build a content-based model. Implicit ratings
ata from users and movie features are used in Self-Organizing Map with collaborative filtering to create the SOM CF model, then
he results of these three parts are combined in the hybrid model part of the proposed system to recommend similar top-N movies
o the active user selected.

. Proposed work

Famous movie companies such as IMDB and Netflix have conducted extensive studies into the use of recommendation services in
he film industry, taking into account both content and customer details in their recommendations. This section proposes a modern
ybrid recommendation model with four key components: collaborative filtering, content-based filtering, SOM collaborative filtering
nd Hybrid filtering.

.1. Collaborative filtering model

Collaborative filtering (CF) [14][15][16] is a method for providing suggestions based on correlations between users and products.
n other words, it is the method of filtering items based on the opinions of other users and choosing a group of users with similar
astes to a specific user. The method analyzes their favorite products and integrates them into a categorized list of suggestions. The
F system tries to find similar items based on user feedback [17]. User feedback can be either explicit or implicit, explicit as a
umerical rating to specify how much users liked a particular item, for example 1 means dislike or 5 if the user likes the item very
uch, or implicit like browsing history on the website or reading time a type of product … . Collaborative Filtering have two types

of algorithms, Memory-Based and Model-Based, The first type saves products and user data in memory, then uses mathematical
methods to make estimates based on the data. Different machine learning algorithms, such as the Bayesian network, rule-based, and
clustering methods, are used to construct the model process. In our approach we will use the second category, Model-Based, because
it can response user’s request instantly. Singular Value Decomposition (SVD) is the approach we used to create a Collaborative
Filtering model. SVD is a matrix factorization technique that reduces the number of features in a dataset by decreasing the space
2

dimensions from A to B, where A is smaller than B. Since we are interested in the matrix factorization aspect of recommendation
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structures that maintains the same dimensionality, the key function of SVD is to decompose a matrix into three other matrices as
seen below:

𝑋 = 𝑈 × 𝑆 × 𝑉 𝑇 (1)

Where 𝑋 is a 𝑀 × 𝑁 utility matrix and 𝑈 is a 𝑀 × 𝑅 orthogonal left singular matrix, which shows the relationship between
onsumers and latent factors in our case, with the latent factors being the item characteristics. 𝑉 is a 𝑅×𝑁 diagonal right singular
atrix that represents the similarities between elements and latent factors. 𝑆 is a 𝑅×𝑅 diagonal matrix that defines the strength of

ach latent factor. We use a matrix structure to construct our collaborative filtering model, where each row represents a user and
ach column represents a product, and the elements of this matrix are the ranking data that the user gives to the item. We then use
he SVD method to get all the expected ratings by the users by taking the dot product of 𝑈,𝑆, and 𝑉 𝑇 , as seen in Eq. (2). To put
ur model to the test, we take an user and rank all of his expected ratings to suggest the top-N products.

𝑋̂ ≈ 𝑈 ⋅ 𝑆 ⋅ 𝑉 𝑇 (2)

.2. Content-based model

The features or content of the items you want are referred to as ‘‘content’’ here. The aim of content-based filtering is to group
roducts with similar attributes, consider the user’s preferences, and then look for those terms in the dataset [18][19]. Finally, we
uggest different items with similar attributes.

We want to add a weight to each word in the item description in our content-based model to assign the value of that word in
he dataset. We use the TF–IDF algorithm to weight a keyword in any document (movie title) and attribute value to that keyword
epending on the number of times it appears in the document; a higher TF–IDF score (weight) indicates that the phrase is rarer and
ore significant, and vice versa. As a result, each item will be interpreted by a TF–IDF vector dependent on title features at the end

f the process.
Term Frequency (TF) is the total number of times a word appears in the current document. This means the occurrence of the

ord in a document, when the frequency of a word is higher, it gives higher weight, this why we should normalize the result using
division by the length of the document as shown in the formula below where 𝑁(𝑇𝑥, 𝐷𝑦) is the total number of times term 𝑇𝑥

appears in a document 𝐷𝑦 and 𝑁(𝑃𝑦) is the total number of terms in the document.

𝑇𝐹 (𝑇𝑥,𝑦) =
𝑁(𝑇𝑥, 𝐷𝑦)
𝑁(𝑃𝑦)

(3)

Inverse Document Frequency of a word is the cumulative number of records containing the word 𝑥; it indicates the scarcity of
the word as the IDF decreases when the word occurs in the text. It aids in determining the significance of a word across the whole
corpus. For more explanation of the IDF, we take an example, if we do a search on google on ‘‘the hybrid system’’, automatically the
𝑇𝐹 of the word ‘‘the’’ will be higher than ‘‘hybrid’’ and ‘‘system’’, here the role of the IDF came to reduce the weight of the word
‘‘The’’ to give more weight to the important words. IDF can be calculated by the formula below where 𝑁(𝐷) is the total number of
ocuments and 𝑁(𝐷, 𝑇𝑥) is the number of documents containing term x.

𝐼𝐷𝐹 (𝑇𝑥) = log(
𝑁(𝐷)

𝑁(𝐷, 𝑇𝑥)
) (4)

Ultimately, TF–IDF is a normalization measure used to evaluate the importance of a word for a document in a corpus of documents.
The formula for calculating the TF–IDF is.

𝑇𝐹 -𝐼𝐷𝐹 (𝑇𝑥,𝑦) = 𝑇𝐹 (𝑇𝑥,𝑦) × log10(
𝑁(𝐷)

𝑁(𝐷, 𝑇𝑖)
) (5)

We obtain a matrix containing each word and its TF–IDF score in our framework after computing the TF–IDF score for the title of
each movie in our case, word by word, thus avoiding stop terms. We create a profile for each user in the dataset by selecting all of
the products that the user has scored favorably, classifying the words by TF–IDF ratings, and finally generating a list of words with
their scores that represents the user’s profile.

Right now we have all the items represented in a vector space model containing each word with the TF–IDF score and the same
as the user profiles, here we use the cosine similarity approach as indicated in the Eq. (6) between the user profile and the items
vector space model to find items similar to the user profile and give him the recommendation after classified the results.

cos(𝜃) = 𝐴 ⋅ 𝐵
‖𝐴‖ ⋅ ‖𝐵‖

(6)

3.3. Neural network model

Neural networks are a group of algorithms that detect patterns and are closely modeled after the human brain. They use a
kind of machine vision to classify sensory data, naming or sorting raw data. Both real-world records, whether images, sound, text,
or time series, must be converted into the patterns they understand, which are digital and stored in vectors. We should think of
neural networks as a layer of clustering and classification on top of the data we store and handle, as they assist us in clustering and
3

classifying data [20]. The self-organized map is a kind of neural network, and it is the technique we will be using in this article.



Simulation Modelling Practice and Theory 113 (2021) 102375Y. Afoudi et al.
Fig. 1. SOM network architecture.

Table 1
Part of the movies dataset.

id Title Action Adventure Animation Comedy … War

1 Toy Story 0 0 1 1 … 0
2 DoldenEye 1 1 0 0 … 0

As explained in Collaborative Filtering module, CF is the process of filtering items based on users’ historical opinions and
preferences on a set of items. Here, we will use the Self-Organizing Map (SOM) method to improve the traditional collaborative
filtering system in order to build our hybrid system. A self-organizing map (SOM) is a form of artificial neural network (ANN) that
is trained using unsupervised learning to generate a low-dimensional, usually two-dimensional. We will use the self-organizing map
in our model to solve the issue of unsupervised clustering of the movie dataset. Clustering technology simplifies the structure of the
dataset and divides it into different clusters, so the users can easily observe and analyze the data.

The map is made up of a standard grid of ‘‘neurons’’, which are processing units. Each unit is linked to a function vector that
represents a high-dimensional observation model. Using a limited number of models, the map tries to reflect all available findings
as accurately as possible. Neighbors are map groups that are close by on the grid. The model vectors are structured such that the
local map units represent a common type of data and the distant map units represent various types of data after generating a map
for a specific dataset. Fig. 1 shows the architecture of a SOM network.

Our system classifies movies using SOM based on genre of the movies as shown in Table 1. After initialization of our map
dimensions and randomly initialization SOM weights we train the model. Once the map has been trained, its give us weights as
results, then we use those weights as input data of K-means clustering model. Here, to find the appropriate number of clusters,
we will use the Elbow method the best known method for choosing the number of clusters, this method says that by plotting the
different number of clusters according to the variance, the point of the elbow is that of the number of clusters whose variance no
longer decreases. To make recommendation, we classify the dataset of movies in a specific number of clusters, we choose for an
active user all ratings of the positively rated movies considering only the movies with rating value greater than or equal to 2.5,
after that, we would like to give each movie its cluster number, to do this, we calculate the distance between the items attributes
and the centroids of 𝑘-means using the Euclidean distance approach as mentioned in Eq. (7). Then we choose the cluster with the
smallest distance result. We measure the number of each movie cluster in the list after listing the positively scored movies with
their cluster class, and then use the highest result class as our user’s favorite class. After getting our user’s favorite class, we get
their age (demographic attribute) if the age greater than or equal to 35 years, we get all users with the same age interval and vice
versa, then we build a matrix of all selected users and all selected movies and we use the SVD collaborative filtering approach to
predict items ratings and sort them from best to worst to give recommendations.

𝑑(𝑎, 𝑏) = 𝑑(𝑏, 𝑎) =

√

√

√

√

𝑛
∑

𝑖=1
(𝑏𝑖 − 𝑎𝑖)2 (7)

3.4. The proposed hybrid model

To take advantage of the complementary advantages of two or more recommendation methods, hybrid recommendation models
merge them in various ways. Table 2 shows some of the combination methods that have been used. In our architecture, we will use
4
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Table 2
The most-known hybridization methods.

Hybridization method Description

Weighed The scores of different recommendation systems combined together to produce a single recommendation.
Switching Depending on current situation, the system switches between recommendation techniques.
Mixed Recommendation from several different recommenders are presented at the same time.
Cascade One recommender refines the recommendations given by another.
Feature augmentation Output from one technique is used as an input feature to another.

Fig. 2. The adopted architecture.

two methods in one, Feature augmentation and Weighted methods as shown in Fig. 2. After obtaining the results of the Collaborative
Filtering model and the Content-Based model as presented in Table 3, we combine them with a linear combination of their scores,
as determined in Eq. (8) (weighted method), then we classify the list and we take the first 200 recommended items, finally, we use
the selected results and we classify them again according to the Self-organizing map CF scores (Feature augmentation) from best to
worst and show the first N items as recommendation.

𝐻𝑦𝑏𝑟𝑖𝑑𝑤𝑒𝑖𝑔ℎ𝑡𝑒𝑑 = 𝑈 + 𝑉 (8)

4. Result and discussion

4.1. The dataset

To evaluate our system, we use the Movielens100k dataset because it is publicly available and widely used in the evaluation of
recommendation models.

The dataset contain 100.000 rating divided into 90570 rating for the train set and 9430 for the test set, the ratings are values
from 1 to 5 scale, 1 mean movies negatively rated and 5 movies positively rated, all ratings exist in our dataset are distributed as
shown in Fig. 3.

All ratings are given by 943 users on 1682 movies, the selected users must have rated at least 20 films and have some demographic
attributes such as gender, age, zip code, occupation . . .

4.2. Implementation

4.2.1. Experimental steps
The first step is to import the dataset into our work space, which after we split the user interaction dataset (rating dataset) into

two parts: 75% (90570) as a training set and 25% (9430) as a test set.
5
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Table 3
The first three recommended movies for user id = 3.

Model name Top 3 recommended movies Scores

Collaborative Filtering (CF)
Titanic 2.281
L.A. Confidential 2.253
Air Force One 2.021

Content-Based
Paradise Lost 0.601
Homeward Bound II 0.567
The City of Lost Children 0.566

SOM CF
Chasing Amy 2.444
Good Will Hunting 2.276
The English Patient 1.952

Fig. 3. Distribution of ratings data.

The second step, we clean the movies dataset by removing all unused features such as release date, imdb url . . . and we take just
the id of the movie, the title and the genres attributes. After that, we prepare the collaborative filtering model by building a matrix
containing all available users and movies and its values are the rating data given by each user to a movie, then we applied the
singular value decomposition as explained above to create collaborative filtering scores for each user. The next step is to create the
Content-Based model using the TF–IDF on the title of each movie after ignoring the English stop words to represent the movies in a
vector space model whose max vector size is 60, composed of the main unigrams and bigrams found in the dataset, then we create
a user profile by taking all of its movies positively rated (greater than or equal to 2.5) and build a TF–IDF matrix with selected
movies, then get words with strengths weighted average to be represented words for a user, finally, we use the cosine similarity
between the user profile and all the movie profiles (TF–IDF matrix) and use the similarity results as scores of our Content-Based
model. To build our third model we use only movies genre attributes as input features of our 10 × 10 Self-organizing map and we
train randomly the model with 1000 iterations and learning rate equals to 0.9, it should be mentioned that we also tried to use the
k-means clustering algorithm, but we gave up this method because the classification results and the recommendation time speed
obtained were not good enough as shown in Figs. 4 and 5. After forming our SOM model, we use its output as input to K-means
clustering to classify all of the data into a certain number of clusters. We chose 𝑘 = 7 as the number of our cluster by plotting the
8 different numbers of clusters according to variance, using the Elbow method discussed above and observing Fig. 6. After that,
we represent each movie by the cluster with the smallest Euclidean distance between the movie features and the centroids of the
clusters, then to build our model scores, we take for each user his favorite class according to the best cluster movies positively rated
and we also use age segmentation to improve this model, then we build a SVD collaborative filtering model with movies in the
same cluster and selected segmentation users for get a list of SOM CF scores.

Last step is to build our hybrid model combining the three models, in the first, we combine collaborative filtering with content
6

based on a linear combination of their scores, and we classify the results from highest value to the smallest, then we take the first
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Fig. 4. The RMSE results for CF based on K-means and SOM.

Fig. 5. Time comparison to recommend 15 movies to three users.

Fig. 6. The Elbow graph.

200 movies and we rank them again using SOM CF scores and finally we give the best recommended N movie to the active user
after ignoring all previously viewed movies.
7
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Table 4
The top-3 recommended movies for first three users using the proposed system.

User Top 3 recommended movies

Id Age Movie id Title

1 24
191 Amadeus

7 Twelve Monkeys
100 Fargo

2 53
286 The English Patient
313 Titanic
275 Sens and sensibility

3 23
268 Chasing Amy
272 Good Will Hunting
286 The English Patient

After building our model, we want to test and evaluate the results of the recommendations by finding out whether the
ecommended items to an active user in the training phase are included in the list of items that the same user has seen and positively
ated in the test set.

.2.2. Experimental platform
Both of our experiences were compiled in a Jupyter notebook and implemented in Python because that includes several modules

hat make the implementation of various concepts easier. All of the tests were performed on a MacBook Pro with an Intel Core i7
rocessor running at 2.7 GHz and 8 GB of RAM.

.2.3. Experiment results
Following the training of our three models, each framework offers us with a list of suggested movies along with their score values,

hich we then use to build our hybrid system. We measure the effects of our model on all users of the dataset using time-based
ecommendation speed and some current offline methods with sophisticated and state-of-the-art approaches to recommendation.
able 4 shows the results of the experiment for the first three users.

.2.4. Evaluation
A recommendation system typically produces an ordered list of recommendations, from best to worst, for each user in the dataset.

n fact, in many cases, the user does not much care about the order of recommended items, a few good suggestions are enough.
ut for us, we need to evaluate our system, because an evaluation technique provides insight into the relevance of the list of
ecommended items. Therefore, there are many evaluation approaches involved in the area of the recommendation system divided
nto online and offline methods [21]. For those online, we need a real-time user to give feedback and opinions on the recommended
tems, in our work we will use the offline technique from a dataset of real user interactions on movies.

We choose RMSE and Precision–Recall at 𝑘 techniques from among several assessment approaches in this article. The Root Mean
quared Error is a well-known technique for evaluating the accuracy of a recommender system based on ratings data in order to
ook for low prediction errors. The principle of this technique is based on the use of predicted and real ratings, then calculating the
verage of the errors of the test set using Eq. (9), where 𝑃 is the predicted rating and 𝑅 is the true rating, and produce a final score;
e then compare our model’s result to that of others; if your result is less, it indicates that your model is more accurate.

𝑅𝑀𝑆𝐸 =

√

∑

𝑟𝑎𝑡𝑖𝑛𝑔𝑠(𝑃 − 𝑅)2

#𝑟𝑎𝑡𝑖𝑛𝑔𝑠
(9)

The other offline method used in our article is the Precision–Recall at k technique, where 𝑘 is a number that can be defined by
the user to much the objective of the Top-N recommendation. Recall is the capability of the model to find all relevant items
and recommend them to the user while the Precision is the ability of the model to provide the relevant items with the fewest
recommendations. The precision and recall to 𝑘 are then determined as formulas (10) and (11).

Where 𝑅𝑖 represents the number of relevant recommended items at 𝑘, 𝑇 𝑟 represents the total number of relevant items, and 𝑁𝑟
represents the total number of recommended items at 𝑘.

𝑅𝑒𝑐𝑎𝑙𝑙@𝑘 = 𝑅𝑖∕𝑁𝑟 (10)

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛@𝑘 = 𝑅𝑖∕𝑇 𝑟 (11)

After calculating the precision and the recall at 𝑘, to facilitate the analysis of the result, we normalize the techniques by defining
the F-measure as below.

𝐹 -𝑚𝑒𝑎𝑠𝑢𝑟𝑒@𝑘 = (2 × 𝑃@𝑘 × 𝑅@𝑘)∕(𝑃@𝑘 + 𝑅@𝑘) (12)

Once we have built our system, we will test it to see which model gives us the best performance and accuracy. We test our system
8

on the movielens100k database and use the precision–recall approach at 𝑘 as discussed below. Fig. 7 displays the plot of the average
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Fig. 7. The mean F-measure plot of all models at K = 5 and K = 10.

Fig. 8. The F-measure scatter plot of first ten users.

F-measure at 𝑘 = 10 and 𝑘 = 5, where 𝑘 is the number of suggested movies for all users in the data collection, on the other hand,
Fig. 8 represent the F-measure scatter graph of the first ten users, and Fig. 9 displays the accuracy curve of the first 20 users.

Finally, because of the high number of features and parameters, recommendation systems demand some space and time to
generate suggestions. We can extrapolate from the findings that combining traditional collaborative filtering with a content-based
technique, both supervised by our SOM-CF model’s ratings, improves precision and accuracy greatly. Despite the fact that our
hybrid model is slow in comparison to other structures, its accuracy necessitates its existence. Obviously, if an item lacks descriptive
properties, it cannot be used in the Self-organizing map to determine which cluster it belongs to.

5. Conclusion and future work

In this paper, we propose a new hybrid model of a movie recommendation framework based on three models: collaborative
filtering, content-based, and CF with a self-organizing map model that takes the age demographic attribute into account. The main
advantages of our system is to combine all the scores of all models and benefit from the advantages of each of them. Even our system
takes a lot of recommendation time speed compared to the other models but the precision and the performance improvement are
very high.

The experiment shows that by using Self organizing map with collaborative filtering, the RMSE was reduced in the majority of
clusters against of using K-means clustering with CF, then we combine this powerful system with the other state of art approaches
to create a Hybrid system.
9
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Fig. 9. The Precision curve at 𝑘 = 10 for first 20 users.

Precision–Recall is an offline method to evaluating recommendation systems that uses actual user data obtained from an online
movie website to test our system. The findings of this approach suggest that the proposed system will increase the quality and
performance of movie recommendations. This indicates that the approach we recommend is feasible.

We see a variety of possible future paths for our work, in addition to the framework enhancements outlined in the results and
discussion section. We will continue to refine and investigate other approaches in the field of recommendation, and machine learning
and deep learning algorithms will be used to change and improve our model.
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