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Multilingual Opinion Mining
Movie Recommendation System Using
RNN

Tarana Singh, Anand Nayyar and Arun Solanki

Abstract Twitter is a news and social networking sitewhere people around theworld
post their blogs and share their feeling, point of view, and comments regarding any
communication or about any latest movie, etc. Thus, Twitter generates a massive
quantity of Twitter data every day. This data is real time, which is being used in the
proposedwork for implementing a “movie recommendation system.” To enhance the
performance of the framework, sentimental analysis is also being applied to the data.
Nowadays, the recommendation system is also an essential tool for online businesses
and used by various e-commerce sites, music applications, entertainment sites, etc.
This work proposed a movie recommendation system for the movie domain which
is developed using real-time multilingual tweets. These tweets are obtained from
Twitter API using the LinqToTwitter Library. Sentimental analysis is also being per-
formed on tweets. In this work, multilingual and real-time tweets are considered.
These tweets are translated into the target language using Google Translate API.
The proposed work used the Stanford library for preprocessing, and RNN is used
for classifying the tweets. The tweets are classified as positive, negative, and neu-
tral tweets. Preprocessing of the tweets is done to remove unwanted words, URLs,
emoticons, etc. Finally, based on the classification, the movie is suggested to the
user. This proposed work is better than the current practices as the implementation is
being done on real-time tweets, and sentimental analysis is also being performed to
get better results. This system is achieving 91.67% accuracy, 92% precision, 90.2%
recall, and 90.98% f-measure.

Keywords Recurrent neural network · Artificial neural network · Natural language
processing · Text categorization · Twitter API · The movie database
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1 Introduction

Recommendation systems are the subclass of the information filtering systems. These
systems are used in a variety of areas, YouTube, Netflix, Amazon, Facebook, Twit-
ter, Instagram, etc. [1–3]. Recommendation systems are basically of two kinds; for
instance, content-based recommendation systems, these systems predict based on
item properties [4–6]. Another sort of recommendation system is collaborative fil-
tering [7–11]; these systems predict based on comparing the user’s history [12–15].
Other than these two techniques, there is also the system named hybrid recommen-
dation system. In this technique, both the collaborative and content-based filtering
techniques are combined [16–19]. In this technique, content is used to infer ratings
in case of the sparsity of ratings [20–22]. Both of these techniques are used in most
recommendation systems at present. Netflix movie recommendation system is an
example of a hybrid recommendation system [23, 24]. Sentiment analysis (SA) is
also called opinion mining. Sentiment analysis is a logical mining of content which
distinguishes and concentrates emotional data in source material. This will help in
business to comprehend the social supposition of their image, item, or administration
while checking on theWeb discussions. However, investigation of online lifestreams
is typically limited to the fundamental feeling or opinion analysis [25–28]. This is
similar to digging the surface and omitting out the insights those need to be discov-
ered. There are three approaches to sentimental analysis [29–33]. “Lexicon-based
approach” of sentimental analysis is the unsupervised technique. Categorization is
finished by looking at the highlights of a given content against conclusion vocabular-
ies whose feelings are determined before the utilization [34–36]. The lexicon-based
techniques to sentiment analysis are unsupervised learning because it does not require
prior training to classify the data. [37–39]. “Machine learning approach” applicable
to sentiment analysis mostly belongs to supervised classification. In this approach,
there are two sets of documents, i.e., a training set and test set. The training set is
used by an automatic classifier to learn the differentiating characteristics ofmaterials,
and a test set is used to check how well the classifier performs. Several techniques
are Naïve Bayes, maximum entropy, support vector machine, etc. These techniques
have achieved great success in sentiment analysis [40, 41]. The hybrid approach of
sentimental analysis is the combination of both the above methods of sentimental
analysis. Past research has shown that if the ML and LB both are combined, the
performance of SA will improve [42].

2 Recurrent Neural Network

Recurrent neural network is a type of neural network that contains guided loops;
these ends represent the promotion of activation for future entries in a sequence.
Instead of accepting the same vector input X as a test example, an RNN can take the
series of vector inputs (x1, x2, x3, . . . , xt ) for arbitrary, where T is the value of the
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variable. When there is a single dimension in each xt in our specific application, each
xt is a vector representation of a word, and (x1, . . . , xt )) is a sequence of words in the
movie review; it shares that RNN can imagine “unrolling” to copy to a network in
each of all other copies of the same weight [43]. For each loop edge in the system, we
connect the side to the same node in the xt network, thereby creating a chain, which
breaks any loop and gives us the standard forward neural network feed technique.
First, calculate the value for it, the input gate, and the candidate value for the states
of the memory cells at a time.

it = σwi xt +Uihi + bi (1)

ct = tanh(wi xt +Uiht − 1 + bc) (2)

Secondly, calculate the value of the function of activating the forget gate of the
memory cells at time t:

ft = σw f xt +U f ht − 1 + b f (3)

Given the value of the input gate activation, the forget gate activation, and the
candidate state value, now we can compute the memory cells’ new state at time t:

ct = it ∗ ct + ft ∗ ct − 1 (4)

With the new state of the memory cells, we can compute the latest value of the
output gates and subsequently their outputs:

ot = (woxt +Uiht − 1) (5)

Figure 1 shows the general architecture of RNN, also used in the proposed study
[44–47]. This architecture used an embedded layer to break down the data into a
sentence. These sentences are converted into words. In these words, the filter is
applied and maps to output. In the proposed work, the main objective is to build a
recommendation system for themovie domain. This systemwill use real-timeTwitter
data to generate predictions [48–50].

3 Research Paper Organization

The proposed work starts with Part I as introduction of the basics of recommendation
system, sentimental analysis, and RNN. Part II discusses the latest work done by
recent authors with the details of the techniques and tools used by different authors.
Part III describes the architecture of the proposed recommendation system. Part IV
shows the flowchart of the proposed method. Part V shows the algorithm of the
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Fig. 1 RNN general architecture

proposed system. Part VI discusses the implementation of the proposed system with
the help of the snapshot of the system while using the system. Part VII is presenting
the results obtained in the proposed method. Part VIII is explaining the conclusion,
and finally, in Part IX, the future work of the proposed system is stated. In the last
part, X, in this paper, all the references are given.

4 Literature Review

Zhang et al. [36], the author, reviewed the preprocessing of tweets in detail. The
author tackled various models as the results obtained by a solitary model may betray
as they rely upon the data of that particular model. The author discussed that employ-
ing multiple models will assemble the exactness of the machine. The author used
NB classifiers, which exhibits the most significant outcomes when appeared differ-
ently concerning SMO, SVM, and random forest. Rajput et al. [37] recommended
that opinion word is utilized in many feeling characterization assignments. Positive
sentiment phrases are being utilized to state any ideal conditions, while negative con-
templations are being utilized to unwanted state conditions. There are some sentences
and idioms, which are said to be as one as the lexicon of sentiment. There are three
primary ways to deal with arranging or gathering rundown of sentiment words. The
standard methodology takes too much time and is not utilized alone, and it is com-
monly joined with the other two computerized approaches because to keep mistakes
away frommechanized techniques. Fradkin et al. [39], the author, proposed a recom-
mendation system to foresee the user’s review and information, dominatingly from
massive collected data to suggest their preferences. Themovie suggestion framework
is a framework that helps users in characterizing users with common preferences.
This framework (K-means cuckoo) has 0.68 MAE. Solanki et al. [49], the author,
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displayed a recommendation framework using “K-means clustering” and KNN, and
theseworks for different estimations of “RMSE” are acquired. In this work, if authors
are decreasing the no. of observations, the estimate of “RMSE” reduces. The most
significant evaluation of “RMSE” got is 1.081648.

In the above discussion, there are various articles given by multiple writers who
chip away at the sentimental analysis and recommendation system. In the existing
systems, past researchers utilize the datasets from the given repositories, for instance,
theGroupLens datasets,MovieLens datasets, and so forth; these datasets are the static
datasetswhich are accessible on theWebon variousWeb sites. Previously, the authors
took a shot at these available datasets to accomplish some degree of precision.

5 Architecture

Figure 2 demonstrates the working of the projected framework. It comprises three
components, specifically the information component, a preparing component, and a
yield component.

• Input Module: In this component, the client needs to give a contribution to the
framework. The framework will pick the current date and area of the client. This
data is additionally given to the next module, for example, the preprocessing; i.e.,
the output of the first module will be the input of the processing module.

Fig. 2 Architecture of the system
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• ProcessingModule: In the module, the framework procures the information from
Twitter API, deciphers the multilingual information utilizing Google interpreter
into the English language, and produces it accordingly.

– GoogleMap: It is used to obtain the current geographical location of the user.
– LinqToTwitter: It is used to link to the Twitter API to access the real-time
Twitter data.

– Google Translate: It is used to translate the other languages tweet into the target
language, English.

– java.util: It is used to access the property class to obtain the properties from the
data and pass these properties to the model for training.

– Stanford NLP: This library is used to train the model.
– TMDB: This library is used to fetch the movie’s data from the Web.

This module will perform various operations like downloading the data, prepro-
cessing the data, and finally applying the RNN classifier to categorize the tweets
into positive, negative, and neutral categories. According to the input from the
user, the system will generate a recommendation that has high positive reviews
and will go to the next module that is an output module.

• Output Module: The yield module depicts the anticipated movie that the info
client may like. The output of the processing module will be the input of this
module.

6 Flowchart

Figure 3 demonstrates the stream outline of the movie recommendation framework.
This chart reflects the procedure stream of the suggested framework, which portrays
how the structure is functioning, how the system is managing the crude information,
and how the framework predicts the beautiful motion pictures as per the contribution
from the client.

7 Pseudocode of the Proposed System

Pseudocode of the proposed framework has the following steps:
Step 1: Input search text.
Step 2: System date and geographical location are automatically detected.
Step 3: Choose language.
Step 4: Search and download the data from Twitter.
Step 5: Translate the downloaded data using Google Translate.
Step 6: Preprocess the data using Stanford NLP.
Step 7: Apply RNN for the classification of the tweets.
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Start

Acquiring Data using Twitter API

Google translator is applied

if twitter 
data(>0)

 Preprocessing(remove stopwords, normalization, urls, #tags etc.) 

StandfordNLP library is being applied on the data for preprocessing 
and converting into dictionary modeling

Convert into tree structure for feature selection

Apply RNN

Movie recommendations are generated

Stop

Predict

Generate

Yes

Translated

Preprocessing

Preprocessed

No

Fig. 3 Flowchart

Step 8: Movie recommendations are generated.
Step 9: Accuracy of the system is evaluated.
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8 Implementation of the Proposed System

Step 1: In step 1, the proposed system search the query at client side to produce
the recommendations. This framework will naturally pick the system date and geo-
graphical location using GoogleMap. The primary motivation behind the current
geographic location of the client is that the proposed system can recognize in which
geographical area the client is present so the framework can identify the most recent
and mainstream movie. This encourages the context to produce the most appropriate
recommendations to the user. Another part here is to choose the language. When
we connect to the Twitter information at that point, there are the tweets in various
languages like Hindi, Marathi, Spanish, and so forth recommended style to choose
all language so the framework will obtain every tweet from the Twitter as presented
in Fig. 4.
Step 2: After Step 1, users need to click on the search and download button, and the
downloading of the twitter data will start. The downloaded information is stored in
a.txt file and stored in the system for further operations as shown in Fig. 5a, b.
Step 3: In this step, the translation of the data is being performed using the Google
Translator. As the information that is collected from Twitter is multilingual, that is
why the conversion of the data into the target language (i.e., English) is essential.
To translate the data into the targeted language, the user needs to click on the button
“translate the data using Google Translate.” Converted data is again stored in a.txt
file for further operations as shown in Fig. 6a, b.
Step 4: The translated tweets are used to perform preprocessing. Preprocessing is
done to eliminate the stop words, emoticons, hashtags, URLs, etc., and sentimental

Fig. 4 Input data
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Fig. 5 a Tweet downloading. b Tweet downloading complete and .txt file of tweets

analysis is shown on the left data, which is without any unwanted words and char-
acters. After this step is completed, we got the data on which the user can perform
further tasks. After preprocessing, the processed tweets are stored in another.txt file,
as shown in Fig. 7a, b. This file is used for further operations, i.e., sentimental analysis
of the tweets.
Step 5: Preprocessing of the downloaded data is done in the above step using the
Stanford NLP Library. Now, the classification of the preprocessed tweets is being
done using RNN classification in Fig. 8. The tweets are classified into different
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Fig. 6 a Translating the tweets. b Translated tweets

categories, namely positive tweets, negative tweets, and neutral tweets.
Step 6: In this step, based on the above classification, the recommendations to the
user are being generated in the grid view. To produce the movie’s recommendations
in the system, the TMDB library is used. The user needs to enter the text, i.e., movie
name in the searching textbox, and after all the above steps, the most prominent and
exceedingly positive movie is predicted to the user by the system. The developer can
manage the number of movies generated, which will be shown in the grid view. This
is shown in Fig. 9.
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Fig. 7 a Preprocessing of tweets. b Preprocessed tweets

9 Result Analysis

In Fig. 10, the accuracy of the proposed framework is being represented, i.e., recom-
mending the movies to the user according to the input data from the user with 91%
accuracy.

Figure 11 shows the result where all the different positive, negative, and neutral
tweets are being represented on the pie graph and all the values are in the %, so the
pie chart is being utilized to describe the results of the proposed system.
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Fig. 8 Apply recurrence neural network for classification

Fig. 9 Recommendations for the users

In Table 1, the result of the proposed system is represented with accuracy, pre-
cision, recall, and f-measures. The result of the proposed method is also compared
with the results of the existing systems. The proposed work is improved than the
already present work, as the proposed work is to obtain better outcomes [14, 27].
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Fig. 10 Results of projected system

10 Conclusion

In this work, we have developed a movie recommendation framework using the
TMDB database. RNN classification is applied for the sentimental analysis of the
tweets; then, the movie recommendations are generated to the user based on the
input given to the system by the user. In this proposed system, different operations
are being done on the tweets like downloading of the information, interpretation

Fig. 11 PIE chart representation of results
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Table 1 Result of performance measures for RNN and comparison with other classifiers

S.
No.

Classifier Dataset Accuracy
(%)

Precision
(%)

Recall
(%)

F-measures
(%)

1 RNN
(proposed
work)

Twitter 91.67 92 90.2 90.98

2 Naïve Bayes
(Soni)

Twitter 77.16 78.12 74.5 76.15

3 SVM
(HailongZhang
et al.)

Twitter 79.5 79 79 79

of the information, per-handling of the information, and afterward, the grouping
of the data. For the classification of the information, the RNN classifier is being
utilized, which is grouping the information with 91.67% accuracy. The discernments
make it extraordinarily sure that the RNN classifier defeats each other classifier in
anticipating the suspicions with the precision of 92%. This work has differentiated
unmistakable request computations by getting the best results. There are various
challenges for sentimental analysis heretofore. While attempting to counter this,
this system used RNN classifiers which fall under AI frameworks to organize the
ends did by slangs, incorrect spellings, emoticons, multilingual contentions, and
different event of words and achieved a high precision. In this work, continuous
Twitter information is being used utilizing different Twitter API keys to get to the
report. In this way, the proposed framework is delivering the outcomes as indicated
by the most recent discharge and fame of the movies in the specific geographical
spam where the client is while scanning for the proposals.

11 Future Work

In the proposed work, the recommendation system is working only for the movie
domain, but in the future, this system can be extended for the universal recommen-
dation system, i.e., a system which can generate recommendations for other fields.
In the future, these emoticons can be added in preprocessing to obtain the emotions
of the users as these emoticons are also the part of the user’s sentiments. So, in the
future work, some techniques can be used for sentimental analysis.
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